The Dynamic Information in the Images
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Abstract—Taking into consideration the importance of
texture features in the problems of image segmentation, texture
evaluation and classification, object recognition and so on, the
approach to the texture features extraction with the image
dynamics is proposed in this work. The conception of the image
o-entropy, which represents mean value of the signal derivative
magnitude, is introduced. It allows detecting and evaluating of
the amount of useful (dynamic) information in the image. In
addition, it allows extracting from the cross section of the image
the following texture features: space frequencies over the image
rows and columns, granularity of texture, contrast, directivity
and regularity. Such approach allows rather simply conducting a
segmentation of the images with the areas of texture type,
evaluating of texture parameters and classifying of textures,
simplifying of the object recognition with the information from
the cross section of the image.

Anomayia—BpaxoBylOuH BaXK/INBICTh TEKCTYPHMX O3HAK B
3aBJaHHAX CerMeHTamii 300paskeHb, OMIHKM i Kiaacupikamii
TEKCTYp, pO3Mi3HaBaHHA 00'€KTiB i Tomy moniOHe, B podori
NPONOHYETHCSA MiAXiJA 10 BHAUICHHS TEKCTYPHMX O3HAK IO
AWHAMIYHOCTI 300pazkeHHs. BBoAMTBCH MNOHATTSE O-eHTpomii
300pakeHHsl, sIKe € CepeJHIM 3HAYEHHSAM MOIYJsSl MOXiTHOL
curaiay. Ile po3Bosie BuAiNATH | OWIHIOBATH KiJbKiCTh
KOpHCHOI (amHamivyHoi) iHdopmanii B 300paxenni. Kpim Toro,
J03BOJISI€ BUILISITH 3 NMONEPEYHNX 3pi3iB 300paskeHHs PsiJ TAKHX
TEeKCTYPHHX O3HAK, SIK: NPOCTOPOBI 4YaCcTOTH IO PpsAKax i
CTOBNUAX 300pa’keHHs, 3E€PHHUCTICTb TEKCTYPH, KOHTpACT,
CIPSIMOBaHicTh, peryjsipHicrb. Takmii miaxin no3BoJisie 10CUTH
NMPOCTO MPOBOAWTH CErMEHTANiI0 300paKeHb 3 NiMSIHKAMH THITY
TEKCTYp, OWIHIOBATH MapaMeTPH i NPOBOAMTH KJacuQikamiio
TEKCTYP, CHPOCTHTH PO3Mi3HaBaHHs 00'eKTiB 3a iHpopmanicro
NonepeYHux 3pisiB 300paxceHHs.
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I. INTRODUCTION

Object search in the image is one of the fundamental
problems of the image processing. The quality of the search
algorithms depends on the selected set of the informative
features, which describe the searched object most adequately.
Specific characteristics for the given field are extracted in the
concrete subject area. Those can be common characteristics for
the object search in the image: color, texture, shape, orientation
in the space and the object motion.

Principal consideration will be given to the issues of the
segmentation and the extraction of the informative features in
the images of texture type in this work.

II. STATE OF PROBLEM

Texture contains the information about the structure of the
surfaces, which constituent the image. It has properties of
periodicity and a scale, and it can be described by means of the
extraction of orientation, contrast features and blurs. Texture
complements the color characteristic and goes far during image
comparison.

Taking into consideration the variety of texture types, the
big arsenal of the methods for extraction of informative
features from the textures is developed. The methods for
extraction of the texture features are divided into statistical,
geometrical, model and spectral ones [1].

Statistical features describe the distribution of the
brightness level over the image by the instrumentality of such
statistical characteristics:

simplest statistical parameters, computed over the

brightness values of each pixel;

parameters, computed in accordance with the adjacency
matrices;

texture histograms, constructed in accordance with the
Tamura features and others.
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The texture determination by the instrumentality of the
constituent texture elements and primitives is common for the
geometrical features.

Model methods of texture analysis assume construction of
the model, which helps to describe the texture and synthesize
it.

Spectral features describe the texture in the frequency
domain, using the signal decomposition on the certain basis. At
that, the decomposition coefficients act as the elements of the
feature vector.

Implementation complexity by means of computer
engineering is the common drawback of all these methods.

Therefore, the aim of this work is the development of new
approaches to the texture evaluation, using as a prototype the
mechanisms of the information perception by the human visual
analyser.

III. 3-ENTROPY AS THE MEASURE OF THE IMAGE DYNAMICS

On one hand, arbitrary area of field of view with contrast
light and dark areas may be analyzed and transformed into the
space frequency — number of luminosity variations on the
defined space area, or cycles number of alternation of dark and
light stripes on the given space area. More stripes are per the
unit of the pattern area; space frequency of that pattern is more
that is the patterns with the high space frequencies are made of
small elements and vice versa. The space frequency per one
degree of the angle of view (cycles/degree) is used practically.
As it is known, visual pattern represents the pattern of
luminosities that is the sum of a series of simple components.
The complex space distribution of entire visual field luminance
may be transformed into sinusoidal waves of simple
components using mathematical apparatus of the Fourier
analysis. Inverse action is summing of sinusoidal waves for the
complex pattern synthesis. There are the evidences that there
are the detectors of space frequency in the visual system — the
specialized cells, which are sensual maximally to certain space
frequencies. Thus, our perception of any complex pattern is the
result of analysis and synthesis of the constituent parts of space
frequencies of that pattern by the visual system and the brain
reconstructs visual pattern of the object, integrating the
information about different space frequencies [2].

On another hand, a human eye responds not to a magnitude
of brightness or chromaticity in the image, but on changes of
these variables between brightness values of neighbouring
receptors or brightness values of a particular receptor in time,
i.e. dynamics of this parameter. Taking into consideration the
need to determine changes in brightness between adjacent
elements in a row and a column of the matrix picture, it can be
represented as a matrix of differences between adjacent
elements (matrix increments) [2].

Glushkov V.M. gave in [3] such capacious determination of
the information concept that it did not lose its actuality to the
presence: “ Information is most general own understanding
presents the measure of the heterogeneity of the matter and
energy distribution in time and in space, the measure of
changes, which accompany all running processes in the world”.
At that two information kinds are marked out — static

information (which characterizes current state of the certain
material or energetic system) and dynamic information (its
variability in time and in space). If the hundreds of the works
were dedicated to the static information and it became already
classic one, no necessary attention was attended to the dynamic
information practically till late XX century. However, the
determination of the dynamic information concept turned out
extremely fruitful under the study of the information properties
of the physical systems and processes.

The author laid down the foundations of theory of the
dynamic information in the monograph [4]. That allowed
extraction and use of the useful (dynamic) information out of
the steady stochastic and unsteady signals, images, spatial
fields, iteration processes, recurrent procedures and the like
with considerable information redundancy reduction.

In contrast to the statistical information theory C. Shannon,
which was created for compression of information during
transmission and storage, it proposed a dynamic theory of
information, which helps to distinguish useful (dynamic)
information from signals, images, sequences, iterative
processes, and the like, greatly reducing its redundancy, and
can be the basis of transformation processes and information
processing in real-time systems. This introduced the concept of
entropy the value of the parameter random variable and o-
entropy that is a measure of the changes taking place in space
or time. J-entropy is defined as the average value of the
modulus of the derivative of the video signal on rows or
columns of the image, and for video stream — between
frames [4].

S-entropy is defined in discrete form for the evaluation of
the amount of information in the image and in the video
sequence as:

N M Az,
H :ZzpszOgZ —|+1} (1)
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where: MN — dimensions of the image field,
Az j — differences between brightness of the pixels in rows
and columns.

d -entropy is a measure of the dynamic of image and can be
used to evaluate the amount of information in the image and
video stream. In addition it is proposed to use a dynamic
measure for finding highly dynamic areas, the textures in the
image, the selection of informative features for their
recognition, and the like.

A known method of averaging the cross-sectional profile of
the brightness of the image by rows and columns [5] allows
you to determine on the image location of the object on the
background, if it differs from the background, however, does
not allow allocating objects of type texture.

To search the location of such objects we propose to carry
out averaging of the cross-section of image on dynamic
features, i.e. the brightness difference between neighbouring
pixels in rows and columns [6].
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This dynamic measure of information can be effectively
used for:

segmentation of the image into high and low dynamic plot;
segmentation of text information in the image;

search and classification of textures;

barcode search, DMX-codes, fingerprints, numbers, car;

selection of motion, change of brightness or chromaticity,
etc;

speed control shooting video camera and the like.

Tools are developed, which enable to extract an arbitrary
area of the image and to construct diagrams of the module-
averaged cross-sections of the changes of brightness along
columns and rows, and also to evaluate the mean value of the
module of changes across entire image in accordance with the
formula:
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The simplified method with the brightness jumps with the
sign in the rows and columns can be used in the several cases
for the image dynamics evaluation. In these cases it is
reasonable to introduce the verification over the jump value
threshold or to conduct preliminary low-frequency filtration for
the noised images.

The examples of application of the proposed method are
given below (Fig. 1. — Fig. 7.).
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Fig. 1. Segmentation of the text information.

The text columns are extracted on the vertical cuts, and on
the horizontal cuts — the text rows, even if they are overlapped
by the gray scale images.
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Fig. 2. Evaluation of texture parameters: a) sand, b) linen, c) sacking, d)
brickwork.

The step (grain) of texture and mean values of the changes
of brightness or chromaticity can be extracted on the figures.
The locations of the regularity disturbances (defects) can be
detected on the regular textures, for example on the Fig. 2 (c).

if :
\ Y TR ILE N
L A
160140120100 80 €0 @0 20 {

Ak \,_h.w.n,u_,,>_\i-“f,'\jl

far

LY
ol

e e
Ay ‘mﬁ”“ﬂf #\* Wit

0 %0 6 &

Fig. 3. Search of the car number in the car image.

The car number is clearly extracted on the horizontal cuts
and less clearly on the vertical cuts.
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Fig. 4. Dynamical characteristics of the numerals.
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All characters on the horizontal cuts a) have the differences
in the amplitudes and in the quantity of extreme, which can be
used for their recognition. In addition, the amplitude values of
the vertical cuts b) may be also used.
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Fig. 5. Dynamical characteristics of Han characters.

Dynamic characteristics allow more simply recognizing
more complex figures, for example, Han characters.

260 240220 200180 160140120100 50 6O 40 20 O

e i- aRSRamemammmemace e
0 20 40 60 &0 100120140160180200 220 240 260 250 300 320 340 360

Fig. 6. Searching of the DMX-code in the micro image.

Dynamic characteristics allow determining the location of
the bar-codes and DMX-codes on the products.
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Fig. 7. Searching for defects on the cellular panel.

Dynamic characteristics can be used effectively for the
quality control of the different texture surfaces of the products.

IV. CONCLUSIONS

The proposed measure of the dynamic information allows
evaluating the amount of useful information in the image and
in addition allows extracting a series of texture features from
the cross section of the image for the image segmentation, for
the texture evaluation and classification and for the
simplification of recognizing the images of the texture type.
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